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This Message Is From an External Sender 
This message came from outside your organization. 

Hi, Neszka, Sussan, and Catherine 

Before following up on the full committee’s motion for the subcommittee to make further 
changes in the document about IPA reviews, I did some research on topics that had been 
discussed at the December meeting, artificial intelligence and re-identification, and I found 
two articles that I think should be made available to both the subcommittee and the full 
committee. 

Doerr, M., & Meeder, S. (2022). Big health data research and group harm: The scope of IRB 
review. Ethics & Human Research, 44(4), 34-38. https://doi.org/10.1002/eahr.500130 

I’ve attached the entire article, which is available as open source. A summary of it appears 
below. 

Authors’ abstract: Much of precision medicine is driven by big health data research—the 
analysis of massive datasets representing the complex web of genetic, behavioral, 
environmental, and other factors that impact human well-being. There are some who point to 
the Common Rule, the regulation governing federally funded human subjects research, as a 
regulatory panacea for all types of big health data research. But how well does the Common 
Rule fit the regulatory needs of this type of research? This article suggests that harms that may 
arise from artificial intelligence and machine-learning technologies used in big health data 
research—and the increased likelihood that this research will affect public policy—mean it is 
time to consider whether the current human research regulations prohibit comprehensive, 
ethical review of big health data research that may result in group harm. 

Rocher, L., Hendrickx, J. M., & de Montjoye, Y. (2019). Estimating the success of re-
identifications in incomplete datasets using generative models. Nature Communications, 
10(3069). https://doi.org/10.1038/s41467-019-10933-3 

I’ve attached the introduction from this article, which is summarized below. The full text is 
available as open source. 

Authors’ abstract: While rich medical, behavioral, and socio-demographic data are key to 
modern data-driven research, their collection and use raise legitimate privacy concerns. 
Anonymizing datasets through de-identification and sampling before sharing them has been 
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Big health data are complex datasets of increas-
ingly diverse -omics and phenotypic data.1 From 
fitness trackers to social media to wellness apps, 


the scope and size of people’s digital phenotypes—the 
data gathered moment by moment from digital devices 
that quantify individual-level human phenotypes2— 
grows by the day. Big data in the health care context 
are often gathered in part or whole for purposes other 
than research and, prior to being shared for research, 
are scrubbed of known direct individual identifiers 
(for example, to deidentify data in accordance with the 
Health Insurance Portability and Accountability Act).3 
One example of a big health data repository is that of 
the National Institutes of Health’s All of Us Research 
Program, which combines data from “external” sources 
(e.g., electronic medical records, pharmacy records, 
lived-environment data, and fitness trackers) with data 
generated by the study itself (e.g., study-specific pa-
tient-survey data, and study-generated -omics data).4  


This rapidly growing approach to research poses 
novel ethical considerations for research profession-
als.5 The massive scope of big health data coupled with 
hypothesis-generating interrogation approaches using 
artificial intelligence (AI) technologies such as machine 
learning (ML) yields a significant risk of spurious find-
ings.6 Additionally, big health data are nonrepresenta-
tive: without intentional effort, AI/ML models that ana-
lyze big health data amplify the existing biases found in 
datasets on which they are trained.7 And most critically, 
because group attributes or features are not removed 
from the data, the analyses of the data provide infor-
mation about types of groups at least as much as they 
do about individuals. For example, Obermeyer and col-
leagues found that a leading health care risk assessment 
AI system that used cost of care data to help identify the 
sickest patients consistently underestimated the health 
risk of Black patients. Due to Black patients’ having un-
equal access to health care, there was bias in the dataset, 
and those biases were amplified by the risk-score algo-


rithm itself. The authors concluded that addressing the 
disparity created by the algorithm “would increase the 
percentage of Black patients receiving additional help 
from 17.7 to 46.5%.”8


The Obermeyer study raises concerns that in con-
trast to traditionally recognized risks to individuals who 
participate in research, there may be a risk of algorith-
mic harm to individuals whose information is used in 
big health data research, as well as to others due to other 
group-based generalizations and inferences that are 
codified by AI/ML systems.9 Furthermore, group harms 
may be experienced by individuals who do not readily 
identify with a group of individuals with whom they 
share various health characteristics identified in analysis 
of big health data. Finally, these risks fall disproportion-
ately to those most disenfranchised in our health and 
digital ecosystems, groups who may fall outside of tra-
ditionally defined “vulnerable” populations.


This is not to say that individual harm is not a con-
cern in big health data research. As with the All of Us 
Research Program, big health datasets are often aggre-
gated from multiple sources; however, as these datasets 
gain scientific utility in their combination, individuals 
become more readily identifiable within their ranks.10 
Given the current state of pervasive internet-of-things 
(IoT)11 data collection, many types of data, including 
an individual’s step count and keystroke activity, can be 
used to identify individuals given the “right” combina-
tion of contextual information and public access to such 
information.12 For example, Foschini et al. illustrate one 
method a bad actor could use to identify someone from 
a database of individuals’ daily step counts and Face-
book posts.13


While an individual’s privacy risk in the case of a 
data breach is always of concern, it is the combination 
of risks of group harm that makes understanding and 
regulating big data research so challenging. The risks 
are not just matters of privacy (as with the risk of being 
identified as part of a group one self-identifies with); in-
dividual group members may also risk being identified 
as part of a group to which they do not feel they belong 
or with which they do not want to publicly claim affili-
ation. The risks are also about the outcomes of big data 
research, which may result in individuals’ being given 
suboptimal treatments, being misdiagnosed, or being 
refused benefits based on public policy arising from re-


search findings. It is not clear that the Common Rule’s 
human research protection provisions are adequate for 
this new era of research involving big health data.


The Common Rule was the regulatory response 
to a series of reports by the National Commission for 
the Protection of Human Subjects of Biomedical and 
Behavioral Research issued from 1974 to 1978.14 The 
Commission was convened to create guidance for pro-
tecting the rights and welfare of all participants in re-
search, including sensitive types of research such as that 
involving children and prisoners. The Commission is 
now best known for writing The Belmont Report, a doc-
ument that identifies three principles that are consid-


ered in the United States to be essential when judging 
whether any research involving humans is appropriate: 
respect for persons, beneficence, and justice. Under-
standing of these principles allows for a nuanced analy-
sis of the potential risks and benefits a research study 
poses for participants, with no one of the principles be-
ing considered of greater importance than the others, 
at least in theory. While the Common Rule was drafted 
based on the guidance from the Commission’s reports, 
the fact that it is a regulatory document, not an ethical 
guide, is an important distinction to make.


Many research institutions have chosen to “check 
the box,” meaning that they agree to apply the Common 
Rule regulations to all research that is not exempt from 
the regulations, regardless of the source of funding.15 
Changes to the Common Rule implemented in Janu-
ary 2019 made it unclear whether institutions could still 
formally check the box, leading states like Maryland and 
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New York to require research institutions to apply the 
Common Rule to federally funded as well as non-fed-
erally funded human subjects research.16 The attraction 
to applying the Common Rule to all research regardless 
of the source of funding lies in the fact that it is a read-
ily accepted regulatory structure, a sort of leveling floor 
on which to build compliance with ethical principles 
and regulatory provisions. Institutional review boards 
(IRBs) are meant to provide the ethical and regulatory 
expertise to more comprehensively weigh the balance 
between a given project’s research benefit and the po-
tential risk to participants. When new approaches such 
as AI and ML for big health data research emerge, it 
becomes necessary to determine how or if the current 
regulatory framework allows IRBs to fulfill their role.


An important consideration about the IRB’s role in 
reviewing protocols for big health data research is an ap-
parent conflict between the Common Rule’s preclusion 
statement (at 45 C.F.R. 46.111) and the ethical princi-
ples outlined in The Belmont Report. The Common Rule 
states that “[t]he IRB should not consider possible long-
range effects of applying knowledge gained in the re-
search (e.g., the possible effects of the research on public 
policy) as among those research risks that fall within the 
purview of its responsibility.” We contend that the pre-
clusion statement unnecessarily limits IRBs from con-
sidering longer-term risks, such as group harms, that 
may result from big health data research.


We have found—based on our experience in the 
field, conversations with other research professionals, 
and the occasional witnessed fracas at research ethics-
focused conferences—that different human research 
experts view the Common Rule preclusion statement 
in very different lights. For some human research pro-
tections professionals, the provision stating that IRBs 
should not consider long-term risks is absolute, while 
others believe that IRBs can choose not to follow it. 
Some of these professionals consider the meaning of 
“should not” in the statute to be different from “cannot” 
and therefore think that consideration of long-range ef-
fects such as group harms are permissible on a limited 
basis. Still others decide to establish IRBs that have the 
flexibility to consider long-range effects of research. 
The ambiguity around this aspect of the Common Rule 
leaves some research protections professionals debat-
ing whether to counsel their IRB members to go against 


regulations and consider long-range effects when it is 
clear there might be negative ramifications from a re-
search study or to counsel them to ignore possible long-
range effects, including potential societal harm.


While IRBs may view the Common Rule’s provi-
sions as a floor for guiding how they review research 
protocols while aiming for a more expansive ethical 
framework, it could be problematic to build from a floor 
that includes a potential weak spot in the form of the 
preclusion statement. To highlight the degree of uncer-
tainty and/or disagreement in the research community, 
at the Office for Human Research Protections’ explor-
atory workshop in September 2021 (“Review of Third-
Party Risk”)17 and the Secretary’s Advisory Committee 
on Human Research Protections October 2021 meet-
ing,18 there was repeated discussion of the preclusion 
statement, with discourse over who, if anyone, should 
be responsible for review of long-range effects of hu-
man subjects research. Exploring where the preclusion 
statement came from may help us to better understand 
whether it is still appropriate in the light of research 
methodologies such as those used in big health data re-
search.


Review of reports and interviews of members of the 
National Commission suggest that the preclusion state-
ment may have been inserted in the regulations due to 
researcher concerns that vital research would be disal-
lowed out of concern for the public good.19 Albert R. 
Jonsen, in an interview celebrating The Belmont Report’s 
25th anniversary, referred to the consideration given to 
the balance of the principles of respect for persons, be-
neficence, and justice in the following fashion: “[I]f you 
really strengthen the justice section, you are in danger 
of, once again, falling back into a situation where the jus-
tification for research becomes a community good. And 
that is a slippery slope.”20 Jonsen’s statement, while re-
ferring to the principle of justice rather than the preclu-
sion statement, speaks to the context in which research 
was to be reviewed. Attention to participant harm was 
permissible. Holding up research because it might cause 
harm to some or all in the future should be avoided.


Group harms are significantly more likely to arise 
from the findings of big health data research and to be 
reified through such mechanisms as widely applied care 
algorithms than they are to arise from more traditional 
biomedical and social behavioral research. We are also 


in a very different time than when the Common Rule 
was promulgated containing the provision that pre-
cludes IRBs from considering long-range effects aris-
ing from research findings. The growing movement to 
recognize and grapple with social and health inequities, 
combined with the research community’s increasing 
knowledge of the disparities in big health data research, 
makes it difficult to argue that IRBs should not consider 
the possibility of group harms.


That does not mean research should be disallowed 
if there is a possibility that research findings might cause 
group harm, although there may be rare cases where the 
potential benefit of the research does not warrant the 
possible long-range effects, even with mitigation of risk. 
It does mean that the research community needs to con-
sider whether the Common Rule’s preclusion provision 
does, in fact, diminish IRBs’ ability to consider research 
in the light of health equity, and if so, whether the pre-
clusion is appropriate in the current research context. If 
the research community decides that IRB consideration 
of group harms when reviewing big health data research 
protocols is appropriate, it will be necessary to find a 
way to ensure that such deliberations and decisions re-
garding group harm are not paternalistic. While discus-
sions about the preclusion statement often get bogged 
down in the logistics of how IRBs would incorporate 
the expertise necessary for review of long-term harm 
or if there should be another entity charged with that 
responsibility, the field of human subjects research has a 
way to go before it can address those logistics.


Although scholars have written about the preclu-
sion statement in the past and there has been some ini-
tial research,21 little is known about how IRBs address 
the Common Rule preclusion provision in practice. We 
recommend focused research, such as a survey of IRBs, 
to document any variation in IRBs’ approaches to the 
preclusion provision. Survey findings should be used to 
promote a broader discussion within the research eth-
ics profession and scientific communities and among 
the public to build on the movement to incorporate the 
view of potential research participants into the research 
design and review process. It is especially important to 
include those who have experienced group harm result-
ing from research studies. The results of these discus-
sions can be used to inform policy-makers about the 
fitness of the Common Rule for the evolving research 


ecosystem—whether the path forward involves revis-
ing the regulations or providing guidance on how to 
interpret and implement them in the context of new re-
search methodologies such as AI/ML being used with 
big health data.s


Megan Doerr, MS, LGC, is a director at Sage Bionetworks, 
and Sara Meeder, CIP, is the director of Human Research Pro-
tections at Maimonides Medical Center.
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selves and Our Robot Creations: The Problem of Bias and 
Social Inequity,” Science and Engineering Ethics 24 (2018): 
doi:10.1007/s11948-017-9975-2.
10. Kondor, D., et al., “Towards Matching User Mobility Trac-
es in Large-Scale Datasets,” IEEE Transactions on Big Data 1 
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New York to require research institutions to apply the 
Common Rule to federally funded as well as non-fed-
erally funded human subjects research.16 The attraction 
to applying the Common Rule to all research regardless 
of the source of funding lies in the fact that it is a read-
ily accepted regulatory structure, a sort of leveling floor 
on which to build compliance with ethical principles 
and regulatory provisions. Institutional review boards 
(IRBs) are meant to provide the ethical and regulatory 
expertise to more comprehensively weigh the balance 
between a given project’s research benefit and the po-
tential risk to participants. When new approaches such 
as AI and ML for big health data research emerge, it 
becomes necessary to determine how or if the current 
regulatory framework allows IRBs to fulfill their role.


An important consideration about the IRB’s role in 
reviewing protocols for big health data research is an ap-
parent conflict between the Common Rule’s preclusion 
statement (at 45 C.F.R. 46.111) and the ethical princi-
ples outlined in The Belmont Report. The Common Rule 
states that “[t]he IRB should not consider possible long-
range effects of applying knowledge gained in the re-
search (e.g., the possible effects of the research on public 
policy) as among those research risks that fall within the 
purview of its responsibility.” We contend that the pre-
clusion statement unnecessarily limits IRBs from con-
sidering longer-term risks, such as group harms, that 
may result from big health data research.


We have found—based on our experience in the 
field, conversations with other research professionals, 
and the occasional witnessed fracas at research ethics-
focused conferences—that different human research 
experts view the Common Rule preclusion statement 
in very different lights. For some human research pro-
tections professionals, the provision stating that IRBs 
should not consider long-term risks is absolute, while 
others believe that IRBs can choose not to follow it. 
Some of these professionals consider the meaning of 
“should not” in the statute to be different from “cannot” 
and therefore think that consideration of long-range ef-
fects such as group harms are permissible on a limited 
basis. Still others decide to establish IRBs that have the 
flexibility to consider long-range effects of research. 
The ambiguity around this aspect of the Common Rule 
leaves some research protections professionals debat-
ing whether to counsel their IRB members to go against 


regulations and consider long-range effects when it is 
clear there might be negative ramifications from a re-
search study or to counsel them to ignore possible long-
range effects, including potential societal harm.


While IRBs may view the Common Rule’s provi-
sions as a floor for guiding how they review research 
protocols while aiming for a more expansive ethical 
framework, it could be problematic to build from a floor 
that includes a potential weak spot in the form of the 
preclusion statement. To highlight the degree of uncer-
tainty and/or disagreement in the research community, 
at the Office for Human Research Protections’ explor-
atory workshop in September 2021 (“Review of Third-
Party Risk”)17 and the Secretary’s Advisory Committee 
on Human Research Protections October 2021 meet-
ing,18 there was repeated discussion of the preclusion 
statement, with discourse over who, if anyone, should 
be responsible for review of long-range effects of hu-
man subjects research. Exploring where the preclusion 
statement came from may help us to better understand 
whether it is still appropriate in the light of research 
methodologies such as those used in big health data re-
search.


Review of reports and interviews of members of the 
National Commission suggest that the preclusion state-
ment may have been inserted in the regulations due to 
researcher concerns that vital research would be disal-
lowed out of concern for the public good.19 Albert R. 
Jonsen, in an interview celebrating The Belmont Report’s 
25th anniversary, referred to the consideration given to 
the balance of the principles of respect for persons, be-
neficence, and justice in the following fashion: “[I]f you 
really strengthen the justice section, you are in danger 
of, once again, falling back into a situation where the jus-
tification for research becomes a community good. And 
that is a slippery slope.”20 Jonsen’s statement, while re-
ferring to the principle of justice rather than the preclu-
sion statement, speaks to the context in which research 
was to be reviewed. Attention to participant harm was 
permissible. Holding up research because it might cause 
harm to some or all in the future should be avoided.


Group harms are significantly more likely to arise 
from the findings of big health data research and to be 
reified through such mechanisms as widely applied care 
algorithms than they are to arise from more traditional 
biomedical and social behavioral research. We are also 


in a very different time than when the Common Rule 
was promulgated containing the provision that pre-
cludes IRBs from considering long-range effects aris-
ing from research findings. The growing movement to 
recognize and grapple with social and health inequities, 
combined with the research community’s increasing 
knowledge of the disparities in big health data research, 
makes it difficult to argue that IRBs should not consider 
the possibility of group harms.


That does not mean research should be disallowed 
if there is a possibility that research findings might cause 
group harm, although there may be rare cases where the 
potential benefit of the research does not warrant the 
possible long-range effects, even with mitigation of risk. 
It does mean that the research community needs to con-
sider whether the Common Rule’s preclusion provision 
does, in fact, diminish IRBs’ ability to consider research 
in the light of health equity, and if so, whether the pre-
clusion is appropriate in the current research context. If 
the research community decides that IRB consideration 
of group harms when reviewing big health data research 
protocols is appropriate, it will be necessary to find a 
way to ensure that such deliberations and decisions re-
garding group harm are not paternalistic. While discus-
sions about the preclusion statement often get bogged 
down in the logistics of how IRBs would incorporate 
the expertise necessary for review of long-term harm 
or if there should be another entity charged with that 
responsibility, the field of human subjects research has a 
way to go before it can address those logistics.


Although scholars have written about the preclu-
sion statement in the past and there has been some ini-
tial research,21 little is known about how IRBs address 
the Common Rule preclusion provision in practice. We 
recommend focused research, such as a survey of IRBs, 
to document any variation in IRBs’ approaches to the 
preclusion provision. Survey findings should be used to 
promote a broader discussion within the research eth-
ics profession and scientific communities and among 
the public to build on the movement to incorporate the 
view of potential research participants into the research 
design and review process. It is especially important to 
include those who have experienced group harm result-
ing from research studies. The results of these discus-
sions can be used to inform policy-makers about the 
fitness of the Common Rule for the evolving research 


ecosystem—whether the path forward involves revis-
ing the regulations or providing guidance on how to 
interpret and implement them in the context of new re-
search methodologies such as AI/ML being used with 
big health data.s


Megan Doerr, MS, LGC, is a director at Sage Bionetworks, 
and Sara Meeder, CIP, is the director of Human Research Pro-
tections at Maimonides Medical Center.
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In 2016, the U.S. Department of Health and Hu-
man Services (DHHS) and the U.S. Food and Drug 
Administration (FDA) provided joint guidance for 


the use of electronic informed consent processes when 
researchers enroll individuals in their studies.1 Recent 
reviews of the literature on this topic have yielded rec-
ommendations for the electronic consent process2 and 
identified barriers to its implementation.3 Despite the 
DHHS and FDA guidance, the in-person consent pro-
cess using paper consent forms has remained standard.


In March 2020, the unprecedented lockdown of 
schools, workplaces, and other public activities in an 
attempt to slow transmission of Covid-19 halted non-
essential in-person hospital activities, including clini-


cal research, throughout the United States. During this 
time, we were conducting the Implementing Alcohol 
Misuse Screening, Brief Intervention and Referral to 
Treatment (IAMSBIRT) clinical study. This type III hy-
brid effectiveness-implementation trial tested the effec-
tiveness of a comprehensive implementation strategy in 
increasing the implementation of screening, brief inter-
vention, and referral for treatment for alcohol and other 
drug use in 10 pediatric trauma centers.4 The study ex-
amined participants at three levels: organization (pedi-
atric trauma centers), staff (nurses, social workers, and 
institutional leaders), and patient (adolescent trauma 
patient). Covid-19 restrictions did not impact organi-
zation- and staff-level data collection (via review of the 
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ABSTRACT The Covid-19 pandemic resulted in unprecedented restrictions on many public, private, and workplace 
activities throughout the United States and elsewhere. When restrictions were imposed, we were conducting a type III 
hybrid effectiveness-implementation trial in 10 pediatric trauma centers. In response to several pandemic-based restric-
tions, we had to develop procedures for engaging with potential research participants while limiting nonclinical, in-
person interactions. This manuscript describes the procedures and challenges of obtaining electronic informed consent 
and assent in a multisite trauma center-based research study. We developed, tested, and trained staff to implement three 
options for obtaining informed consent. Twenty-five participants were enrolled in the effectiveness-implementation 
multisite trial during the first six months of utilization of the consent options, with eleven of these individuals enrolled 
using hybrid or electronic consent procedures. The challenges we identified involving electronic consent procedures 
included confusion over who would complete the electronic consent process and difficulties reconnecting with families. 
Lessons learned can strengthen electronic consent and assent procedures for future studies. More research is needed to 
further strengthen this process and increase its utilization.
KEYWORDS  human subjects research, human research ethics, informed consent, electronic informed consent, Covid-19 
pandemic, assent
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[bookmark: _Hlk185168349](Following is the entire introduction from this article. The remainder of the article is quite technical, but the full text is available as open source for any who are interested.)

In the last decade, the ability to collect and store personal data has exploded. With two thirds of the world population having access to the Internet1, electronic medical records becoming the norm2, and the rise of the Internet of Things, this is unlikely to stop anytime soon. Collected at scale from financial or medical services, when filling in online surveys or liking pages, this data has an incredible potential for good. It drives scientific advancements in medicine3, social science4,5, and AI6 and promises to revolutionize the way businesses and governments function7,8.

However, the large-scale collection and use of detailed individual-level data raise legitimate privacy concerns. The recent backlashes against the sharing of NHS [UK National Health Service] medical data with DeepMind9 and the collection and subsequent sale of Facebook data to Cambridge Analytica10 are the latest evidences that people are concerned about the confidentiality, privacy, and ethical use of their data. In a recent survey, >72% of U.S. citizens reported being worried about sharing personal information online11. In the wrong hands, sensitive data can be exploited for blackmailing, mass surveillance, social engineering, or identity theft.

De-identification, the process of anonymizing datasets before sharing them, has been the main paradigm used in research and elsewhere to share data while preserving people’s privacy12–14. Data protection laws worldwide consider anonymous data as not personal data anymore15,16 allowing it to be freely used, shared, and sold. Academic journals are, e.g., increasingly requiring authors to make anonymous data available to the research community17. While standards for anonymous data vary, modern data protection laws, such as the European General Data Protection Regulation (GDPR) and the California Consumer Privacy Act (CCPA), consider that each and every person in a dataset has to be protected for the dataset to be considered anonymous18–20. This new higher standard for anonymization is further made clear by the introduction in GDPR of pseudonymous data: data that does not contain obvious identifiers but might be re-identifiable and is therefore within the scope of the law16,18.

Yet numerous supposedly anonymous datasets have recently been released and re-identified15,21–31. In 2016, journalists reidentified politicians in an anonymized browsing history dataset of 3 million German citizens, uncovering their medical information and their sexual preferences23. A few months before, the Australian Department of Health publicly released de-identified medical records for 10% of the population only for researchers to re-identify them 6 weeks later24. Before that, studies had shown that de-identified hospital discharge data could be re-identified using basic demographic attributes25 and that diagnostic codes, year of birth, gender, and ethnicity could uniquely identify patients in genomic studies data26. Finally, researchers were able to uniquely identify individuals in anonymized taxi trajectories in NYC27, bike sharing trips in London28, subway data in Riga29, and mobile phone and credit card datasets30,31.

Statistical disclosure control researchers and some companies are disputing the validity of these re-identifications: as datasets are always incomplete, journalists and researchers can never be sure they have re-identified the right person even if they found a match32–35. They argue that this provides strong plausible deniability to participants and reduce the risks, making such de-identified datasets anonymous including according to GDPR36–39. De-identified datasets can be intrinsically incomplete, e.g., because the dataset only covers patients of one of the hospital networks in a country or because they have been subsampled as part of the de-identification process. For example, the U.S. Census Bureau releases only 1% of their decennial census and sampling fractions for international census range from 0.07% in India to 10% in South American countries40. Companies are adopting similar approaches with, e.g., the Netflix Prize dataset including <10% of their users41.

Imagine a health insurance company who decides to run a contest to predict breast cancer and publishes a de-identified dataset of 1000 people, 1% of their 100,000 insureds in California, including people’s birth date, gender, ZIP code, and breast cancer diagnosis. John Doe’s employer downloads the dataset and finds one (and only one) record matching Doe’s information: male living in Berkeley, CA (94720), born on January 2nd 1968, and diagnosed with breast cancer (self-disclosed by John Doe). This record also contains the details of his recent (failed) stage IV treatments. When contacted, the insurance company argues that matching does not equal re-identification: the record could belong to 1 of the 99,000 other people they insure or, if the employer does not know whether Doe is insured by this company or not, to anyone else of the 39.5M people living in California.

Our paper shows how the likelihood of a specific individual to have been correctly re-identified can be estimated with high accuracy even when the anonymized dataset is heavily incomplete. We propose a generative graphical model that can be accurately and efficiently trained on incomplete data. Using socio-demographic, survey, and health datasets, we show that our model exhibits a mean absolute error (MAE) of 0.018 on average in estimating population uniqueness42 and an MAE of 0.041 in estimating population uniqueness when the model is trained on only a 1% population sample. Once trained, our model allows us to predict whether the re-identification of an individual is correct with an average false-discovery rate of <6.7% for a 95% threshold (ξx > 0.95) and an error rate 39% lower than the best achievable population-level estimator. With population uniqueness increasing fast with the number of attributes available, our results show that the likelihood of a re-identification to be correct, even in a heavily sampled dataset, can be accurately estimated, and is often high. Our results reject the claims that, first, re-identification is not a practical risk and, second, sampling or releasing partial datasets provide plausible deniability. Moving forward, they question whether current de-identification practices satisfy the anonymization standards of modern data protection laws such as GDPR and CCPA and emphasize the need to move, from a legal and regulatory perspective, beyond the de-identification release-and-forget model.
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the main tool used to address those concerns. We here propose a generative copula-based 
method that can accurately estimate the likelihood of a specific person to be correctly re-
identified, even in a heavily incomplete dataset. On 210 populations, our method obtains AUC 
scores for predicting individual uniqueness ranging from 0.84 to 0.97, with low false-discovery 
rate. Using our model, we find that 99.98% of Americans would be correctly re-identified in any 
dataset using 15 demographic attributes. Our results suggest that even heavily sampled 
anonymized datasets are unlikely to satisfy the modern standards for anonymization set forth 
by GDPR and seriously challenge the technical and legal adequacy of the de-identification 
release-and-forget model. 
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